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Abstract. Mobile authentication is a hot topic because organizations can adopt 

BYOD (bring your own device) policies that allow to use personal devices, ra-

ther than require the use of officially provided devices. However, this brings 

additional access control issues like intentional or unintentional unauthorized 

uses of devices (e.g., stealing a mobile phone) that may eventually result in ac-

cess to sensitive information. Continuous authentication (CA) aims to mitigate 

and provide a solution to access control by monitoring user activity. CA can 

then be particularly useful in mobile BYOD environments. However, each CA 

solution has to be implemented and integrated ad-hoc and tailored for each par-

ticular information system that wants to use it. This paper presents a modular, 

extensible framework for CA that enables to integrate new agents and models to 

implement access control with mobile devices. The framework includes three 

main types of components: Endpoint Detection and Response (EDR) Agents 

that run on the mobile device to gather user metrics and evaluate user’s trust, 

APIs that collect information and return trustworthiness levels of users, and AI 

models that predict the trust of users. The framework also integrates authorized 

third parties that can ask for trust levels of individual users and are responsible 

for implementing the resulting security measures like raising alerts. The archi-

tecture is demonstrated in a healthcare environment which is part of the ProTe-

go project. The proof-of-concept implements a mobile EDR agent and AI mod-

el based on the soft-keyboard input data collected on the mobile phone.  

Keywords: Continuous authentication, access control, bring your own device 

(BYOD), mobile security 

1 Introduction 

Bring your own device (BYOD) advocates for employees bringing their own devices 

to work and using them to access corporate information systems, instead of using 

devices provided by their organization. Although BYOD offers important advantages 
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to both employers and employees, there also significant concerns about security and 

privacy [1]. Besides careful risk assessment and mitigation, contingency measures 

include prevention and reaction by employers and security providers [2]. On the side 

of the employee, it is also important to increase awareness for prevention. Prevention 

measures consider additional access control and authorization. Since a mobile device 

is something easy to take and use by unauthorized third parties, continuous authenti-

cation (CA) provides a means to monitor user activity and determine whether she is 

the legitimate user of the device. CA systems are those that do not require an active 

participation of the user to determine her identity. 

CA is particularly relevant in healthcare because health-can providers can deploy 

BYOD policies for their employees. Also, they can enable patients to access their 

medical information and records or to provide data to feed these medical records 

through mobile apps or IoT devices, like fit bands. The ProTego project is an EU 

funded project that aims to provide a toolkit for health care organizations to assess 

better and reduce cybersecurity risks related to remote devices access to healthcare 

data. CA for BYOD is one of these tools. 

Current literature on CA provides a variety of methods that can be applied to 

BYOD mobile healthcare environments. However, currently, there are no architec-

tures or frameworks that assist when CA has to be integrated into a wider context. 

This is particularly important in healthcare where CA has to be integrated into hetero-

geneous ecosystems that include a variety of hardware and software by multiple pro-

viders, as well as data coming from multiple sources including devices and sensors 

[3].  

This paper contributes to knowledge by providing and showcasing a CA frame-

work for the ProTego healthcare scenario. Further, a flexible framework should also 

consider multiple CA methods. Since it needs to combine EDR mobile agents, APIs, 

authorization servers, and third parties, a scalable framework is of interest for re-

searchers and practitioners in a variety of contexts in which they need to design and 

implement modular architectures that support CA. The rest of the paper is structured 

as follows. Section 2 summarizes the state of the art of CA. Section 3 presents the 

modular framework for CA and describes its components and operation. Section 4 

describes a CA architecture for the ProTego project that showcases the framework in 

a specific healthcare BYOD setting. Finally, section 5 summarizes conclusions and 

future work. 

2 State of the art 

Continuous authentication is a procedure of access control that ensures that the identi-

ty of the user does not change during her operation of the system. The accuracy of the 

CA system is usually the indicator of its capabilities. There several approaches that 

can be based on biometrics or behavioral patterns of the user (e.g., typing). For bio-

metric CA systems, data used ranges from the face, to finger or even electrocardio-

gram data [4]. For behavioral patterns, CA systems usually define metrics based on 

the interaction of the user with the system. Data can then be processed using different 
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methods and algorithms that build a prediction function that can be used to determine 

the probability of the user being legitimate based on future interaction. Approaches 

can usually be adapted between different systems even if the interaction method var-

ies substantially. For instance, mouse pointer dynamics are similar to touchpad inter-

action in a mobile phone even though each of them has its particularities [5]. 

Keystroke and typing patterns was one of the first methods studied [6] given the 

ubiquity of keyboards or soft-keyboard on each interaction method that requires text 

input. The different metrics and mechanics of typing sessions studied include typing 

speed, time between keystrokes or time pressing each key [7]. For mobile devices, 

touchscreen dynamics drive the most significant amount of research on behavioral 

biometrics for CA [8] since a touchscreen is also present on most mobile devices 

including all mobile phones. Interactions with touchscreens also offer a lot of possi-

bilities for exploration since users tend to interact more naturally than with a keyboard 

in which interaction is limited to press keys. For instance, how the user scrolls 

through the text provides a significant amount of data [9] that can be used to compute 

behavioral biometrics. Also, existing knowledge about keystroke dynamics can be 

combined and adapted to the touchscreen to determine how the user types in a soft-

keyboard [10]. Finally, mobile devices also include a variety of sensors (e.g. accel-

erometer, gyroscope) that provide additional input about the user interaction. Hand 

Movement, Orientation, and Grasp (HMOG) [11] define a set of behavioral metrics 

for CA that combines traditional keystroke mechanics with sensor input. HMOG met-

rics can even provide additional information about the situation in which the user is 

interacting with a smartphone, e.g., walking or moving, sitting, or lying down. Data to 

feed these CA systems may come from a variety of sensors like light [12] or position 

sensors [13], other input and interaction methods with the smartphone like the micro-

phone [14], or other information that can be gathered from the smartphone, like appli-

cations or processes running or geolocation.  

3 Modular framework for continuous authentication 

The framework (Fig. 1) includes three types of components: Clients (AI Clients & 

Trust Clients), Authorization Server (OAuth), and an API (ProTego JBCA). The 

framework can also integrate third-party systems getting trust levels, and third party 

systems with CA capabilities feeding the API. AI Clients have CA capabilities to get 

user metrics and evaluate the trustworthiness of users. User metrics are specific in-

formation or input from the user in the device that can be used to create AI models 

that predict the trustworthiness of a user. The authorization server secures access to 

the API. We suggest using OAuth2 standard with PKCE. 
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Fig. 1. ProTego Continuous authentication framework 

To create an AI model, it is necessary to provide the training data and evaluation 

data. Additionally, it is necessary to define the expiration time of the model. The qual-

ity of each model will be based on the values of machine learning metrics. Precision 

should be larger than 0.5 and recall should be close to 1. To produce AI models, it is 

necessary to collect and train machine learning algorithms for each particular input 

metric (e.g., soft keyboard). Trained models can then be incorporated into the frame-

work to provide trust levels through the evaluation of users continuously. Trust values 

contain a timestamp, a time of validity, the trust value (a number between 0 and 1) 

and an ID of the AI model. Several AI models can be used to calculate the final trust 

value of a user using different methods like majority voting or a weighted sum. AI 

clients continuously retrieve data that send to the API to produce the AI models. 

When models are produced and running, AI clients also retrieve new data and period-

ically evaluate them using the AI model. AI clients may have the capability to gener-

ate their own AI models if they have the computational capacity. However, in the first 

stage of the implementation of the framework, AI models are trained externally in 

specific servers with data gathered from EDR clients. Clients must be registered and 

authorized.  

The API (ProTego JBCA) can be created in two different ways. In the first stage, 

the API and the authorization server share a common database of users and clients. 

When users are created, the relationship between their identity and their data is stored 

in the same database. The second approach is ad-hoc user creation so that each time 
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that a token correctly generated (i.e., made by a trust authorization server) is received, 

it is considered to be valid. If the user does not exist, we create it on-the-fly, associat-

ing its ID with the client (to avoid collisions). The roles considered in the API are 

Admin, User and Client. Admins have full access and can create clients and roles. 

Users can log in and manage the permissions of their clients over their information. 

Clients can register new AI models and manage their identities. 

Figures 2 and 3 show interaction diagrams of two use cases: Authentication with 

the API (fig. 2), and Adding Trust Values (fig. 3). An example of global operation in 

which trustworthiness is decided based on multiple metrics will be as follows: (1) the 

AI client can access the API with an OAuth token, (2) AI clients get logs of metrics, 

generate AI models, and evaluate the trustworthiness of users, (3) AI clients send trust 

values back to the API, (4) the API combines the results from multiple sources (AI 

clients, third parties, …), (5) Trust clients ask the API the trust level of the user. 

Fig. 2. Use Case: Authentication with the API (ProTego JBCA) 
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Fig. 3. Use case: AI client produces and sends trust values to the API 

This framework is scalable, enabling flexible integration of new components. Spe-

cific architectural models that implement it could be designed and implemented. For 

instance, each mobile device could run an agent (IA agent) which reports collected 

metrics to the API. The API would be responsible for storing the metrics collected to 

be used for CA. Examples of metrics include input events in the device (e.g., key-

board, touchscreen), its sensors (e.g., accelerometer, gyroscope) or any other infor-

mation that can be extracted about the individual use of the device (e.g., use of appli-

cations, processes run). The AI agents and API also evaluate the trustworthiness of 

the user based on AI (machine learning) models. The architecture considers the inte-

gration of authorized third party systems that can ask the API about the trustworthi-

ness of users and decide how to act based on their own rules. For instance, third par-

ties can send an alert when the user’s trust drops below a given threshold or log the 

user out requiring a new authentication.  

This framework offers several advantages. Its modular plugin model facilitates 

maintainability, scalability, and extensibility. For instance, a new AI model can be 

developed and integrated into the architecture without needing to add or change any 

existing component. Similarly, new AI agents for different user metrics or any other 

information that can be monitored, implemented and incorporated into the model. 

Please note that this includes new kinds of inputs by other devices that may be used or 

found useful in the future. State of the art shows a wide variety of biometric and soft-

biometric methods for continuous authentication that can be integrated, or novel 
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methods that are not known or fully explored today can also be included. Another 

advantage is the integration of third-party users directly in the framework so that any 

authorized external source can ask about the trustworthiness of users and decide how 

to act, for instance, raising to alert (e.g., SIEM). So the architecture does not impose 

any predefined level or threshold about the trustworthiness of the user, and external 

can decide or fine tune the level based, for instance, in the sensitivity of data. 

4 The ProTego case study for the CA architecture 

The ProTego project [15] aims to provide a toolkit for health care organizations to 

assess better and reduce cybersecurity risks related to remote devices access to 

healthcare data. It includes risk assessment and risk mitigation tools, as well as meth-

odologies and protocols for prevention and reaction. The toolkit will provide, among 

others, tools for risk identification and assessment both before and during the opera-

tion of health care applications, and tools to protect sensitive data and devices used to 

handle it. CA is implemented in the ProTego toolkit as part of the control access tools 

in BYOD environment. This section describes a proof-of-concept and implementation 

of the elements of the CA framework described in the previous section for the ProTe-

go mobile access control scenario. 

Authorized care-takers should be able to get access to medical data using their own 

device in a BYOD environment. BYOD requires access control, and continuous au-

thentication offers and improves access control capabilities in mobile scenarios, for 

instance, in the case of stealing a device or similar unauthorized accesses. This case 

study (fig. 4) focuses on providing a proof-of-concept of the framework by showing 

an implementation of an agent that stores information about the keyboard, accelerom-

eter, and the processes running on the mobile phone. The EDR responses include 

blocking the mobile device or logging-out the user in case of unauthorized access 

from the mobile device using an AI model that predicts the probability of being a 

legitimate user based on previous interaction and use of the mobile device. 

Fig. 4. Proof-of-concept of the CA framework for the ProTego case study. 
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4.1 Soft-keyboard biometrics 

So, for this particular implementation of the framework, the AI client is an EDR mo-

bile agent with CA capabilities to generate the trust level of a user. In this case, the 

agent does not need AI capabilities since AI models are trained in a backend. The 

EDR mobile agent component retrieves behavioral metrics and sends them to the API. 

Some of these metrics could be the keystroke dynamics, sensors data or gestures in 

the screen. When sensors generate a new log, it is sent through an internal bus to the 

core component (ProTego CA Core). Then, the core component processes its content 

to determine whether it is a continuous authentication log, and uploads to the 

backend. The application has been designed as a plugin model. An interface is pro-

vided that facilitates that each new feature can connect for sending logs. With this 

architecture, to get a new metric, it is not necessary to modify all the app, but just get 

the new metric and send it to the core using the interface provided. Logs are trans-

ferred as a Data Transfer Object (DTO) (fig. 5). 

Fig. 5. Data Transfer Object (DTO) of an event log. 

Mobile phone soft-keyboard events include the pressing and release of keys. These 

events can be used to generate a variety of metrics that identify individual users, 

which are used to train AI models that predict the trust level of a user. Literature of 

keyboard-based CA for desktop applications usually focus on the following metrics 

(fig. 6): 

 Pressing time of each key (pressingTime) 

 Time between a key release and the following key pressed 

(timeReleaseNextPress) 

 Time between a keypress and the next keypress (timeBetweenPress) 

Additionally, the codes of the key pressed can also be captured. Machine learning 

models eventually decide about the importance that each metric has in defining a 

typing pattern of the user that can be used to determine her trust level. Although the 

keys pressed may not seem determinant to determine identity, existing research sug-

gests that individuals express differently and this is reflected in their wording, punctu-

ation, etc. Since the text is composed of characters, these may be significant to deter-
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mine identity. Further, although characters pressed may not be representative of a 

typing pattern by themselves, the combination with other metrics can provide more 

accurate predictive models (for instance pressing time of different characters can be 

different for each user). All these metrics that result from soft-keyboard interaction 

are gathered by the EDR mobile agent and send to the API. An example of a key 

event stored in the log is presented in Table 1. 

 

Fig. 6. Soft-keyboard events 

 

keyCode pressingTime timeBetweenPress timeReleaseNextPress nextKey 

107 53.2 143.2 90.0 101 

Table 1. Example of key event log 

4.2 AI models 

Data of several users was collected by EDR mobile agents and used to train the AI 

models. Different supervised and unsupervised machine learning algorithms were 

selected and test for this scenario. Unsupervised algorithms included EllipticEnve-

lope, IsolationForest, and OneClassSVM. Supervised algorithms included RFC, SGD, 

and SVC. The datasets to train, test, and validate models tried to recreate real-world 

scenarios (Fig. 7). Particularly, the test dataset included 30% of new non-authorized 

user data different from the data included in the train and validation datasets. The 

70:30 is a common ratio of separation used by many researchers. Implementation 

used a k-fold cross-validation. Initially k was established to 10.  

It is an unbalanced problem since positive cases (authorized use) significantly out-

weigh negative cases. A negative occurs when there is an unauthorized use of a de-

vice. In most of the cases, the user is who she says she is. Because of this, we focused 

on unsupervised algorithms intended for use in outlier or anomaly detection and 

change detection (One-Class SVM, Isolation Forest, Elliptic Envelope), and on super-

vised algorithms that can deal with unbalanced data. The inclusion of a different test 
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dataset with new unused data was also intended to test the accuracy of the machine 

learning algorithms and its capacity to deal with the unbalance data of this particular 

classification problem. As future work we plan to generate and use synthetic data to 

further mitigate this issue.  

The AI models trained can then be used by the API to answer requests of trust lev-

els of users. In the initial prototype, the trust level is shown in a progress bar on the 

mobile phone (fig. 8). 

 

Fig. 7. Datasets for the AI model (training, test & validation) 

The backend of this architecture centralizes the logs and associates them with the 

users' identity. All the system’s information is stored in a relational database, and the 

logs are saved in a NoSQL database. Periodically, the backend generates the AI mod-

els using the logs stored to feed the machine learning process. The backend also eval-

uates new logs retrieved against these models. When an EDR agent asks for the trust 

of a user, the backend checks all the logs stored since the model’s creation and returns 

a value between 0 and 1. 

4.3 Next steps to complete the architecture 

The components will be rearranged to improve and complete the architecture. The 

API will be divided in three different parts: an authorization server to manage the 

users, a central backend to manage the trust generated by the different AI models, and 

an EDR backend that would implement the AI models. It would illustrate how a third 

party should create his own backend acting as an AI client. 

The Android mobile agent will also undertake several changes and improvements. 

Only the central part will be part of the integration. The EDR agent will be divided in 



11 

two components: the EDR client itself and a library for third party integration which 

will provide an interface that facilitates integrating new apps into the CA archirecture. 

We also plan to add OpenID capabilities to the OAuth2 implementation upgrading 

either through the use of MitreID or through the integration in the ProTego authoriza-

tion system. Another significant point is the enhancement of privacy. We are working 

on detecting the most appropriate data protection techniques for each scenario, as we 

could store a large amount of behavioral metrics. Even though in the new model the 

most critical data could be stored in the users' device, it can be used to generate a 

fingerprint of the user. We are going to study which security measures could protect 

the users’ privacy allowing to compute with the data. These security measures over 

the data go from the use of secure multi-party computation to homomorphic encryp-

tion, and the evaluation of AI models under different perspectives (like differential 

privacy). 

 

Fig. 8. Example of the trust level of the user of the CA EDR agent running in the mobile phone 

5 Conclusions and future work 

BYOD policies require additional access control to guarantee the identity of the users 

of mobile devices. CA offers this additional access control, but CA functionalities 

have to be included in existing information systems. This paper presented a modular 

framework that integrates clients, an API, authorization servers and third parties to 
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provide a scalable model for BYOD CA. The framework was showcased in a 

healthcare scenario of the ProTego project which implements CA based on soft-

keyboard metrics of the mobile phone. The main components of the architecture are 

the EDR agents and the AI model.  

As future research, the ProTego project aims to complete the architecture and 

toolkit to provide state-of-the-art high security in healthcare environments. Future 

research lines include network slicing [16] for securing wifi access inside the facilities 

of health care providers for users (patients and healthcare staff). Future work also 

includes modular encryption systems that enable transmitting and computing securely 

with data which can be also complemented with full memory encryption systems that 

enable computation with encrypted data, like homomorphic encryption [17]. Future 

research that is specific for continuous authentication and the framework proposed in 

this paper include using ensemble learning based on multiple AI models and using 

machine learning models based on image classification. Key events as well as 

touchscreen events (gestures) can be used to create heatmaps that can feed new AI 

models. EDR capabilities could also be augmented through malware software detec-

tion in mobile devices. Finally, the architecture will consider the presence of a local 

model on the user side. For instance, a model can locally generate trust levels based 

on a picture taken o some other local events or information. The architecture will 

include a local model agent to check the integration with this kind of systems. 
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